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represented on one or tuo sheets of paper and has obviated the need for direct 

commuter use in most of the systems. The contributions of clinical algorithms 

to the dfstribution 2nd delivery of kealtb care, to the trainirzg of paramedics, 

and to quality care audit, have been intpressive and substantial. Powever, the 

methodology is not suitable for extension to the complex decision tasks to be 

dfscussed in the following sections. 

3 Databank Analysis for Proenosis and T'herany Selection 

3.1 Caemfex.7 

Automation of medical record keeping and the development of computer-based 

patient databanks have been major researc?. concerns since the earliest deys of 

medical computing. ??ost such systems have attempted to avoid direct interaction 

between the computer and the physician recording the data, with the systems of 
Yeed [115!, 11161 and Gteenes [I21 being notable exceptions. Although the 
earliest systems were designed merely as record-keeping devices, there have been 

several recent atterzpts to create programs that could also provide analyses of 

the information stored in the computer databank. Some ezrly systems l321, [471 
had retrieval modules that identified all patient records matching 2 Eoolean 
combination of descriptors; however, further analyses of these records for 

decision making purposes was left to the investigator. Weed has not stressed an 

analytical component fn his automated problem-oriented record f1161, but others 

have developed decision a',ds which Llse medical record systems fashioned after 

his 1961. 
The systems for databank analysis all depend on the development of 2 

cotnplete and accurate medical record system. If such a system is developed, a 
number of additional capabilities can be provided: (1) correlations among 
variables can be calculated, (2) prognostic indicators can be measured, and (3) 

the response to various therapies can be compared. A physician faced with 2 

complex management decision can look to such 2 system for assistance in 
identifying patients in the past who had similar clinical probleas and can then 
see how those patients responded to varfous therapies. A clinical iavestigator 

keeping the records of hFs study patcents on such 2 system can utilize the 
prcgram's statistical capabFlities for data analysis. pence, although these 

applicat'ons are Inherently data-intensive, :he kinds of "knowledge" generated 

by? . specialized retrieval and statistical routices can provide valuable 
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assistance for clinical decision Fakers. Fcr esmple, they c2n help physicians 
2void the inherent biases that result when the indi*6due! pr2ccitioner bases his 

decisions pri,narily on his own anecdotal experience wfth one or trro patients 
having a rare disease or compl2x of symptoms. 

There are many excellent prcgraas in this category, one of which is 
discussed in some detail in the next section. Several others warrant mention, 
however. The HELP System at the University of Ut2.h [lO?], 11111, [112] utilizes a 

large data file on patients in the Latter-Day Saints Hospital. Clinic21 experts 
formulate specizlized "PELP sectors" which are collections of logical rules that 
define the criteria for a particular medical decfsion. These sectors are 
developed by an interactive process F;hereby the expert proposes important 
criteria for a given decision and i,.s provided with zctual data regarding that 

criterion based on relevant petients and controls fron the computer dstebank.. 
The criteria in the sector are thus adjusted by the expert until adequate 
discrimination is made to justify using the sector's logic as a decision tool". 

7'h.e sectors are then utilized for a variety of tasks throughout the hospital. 

jnother system of !nterest is that of Feinstein et al. 2t Y2ie (171. TI-ey 
had specific petient nanagement decisions in mind when they developed their 
interactive system for estimating prognosis and guiding management in patients 
with lung cancer* Similarly, Rosatf et al. have developed 3 system at Duke 
Eniversity which utilizes a large databank on patients who have undergone 
coronary arteriograpby [821. Xew patients can be matched against those In the 
databank to help determine patient prognosis under a variety of management 
alternatives. 

3.2 Example 
One of the most successful projects in this category is the P.PN??S systerr! 

of Fries [?Q]. The approach was designed originally for use in an outpatfent 
rheunatologv clinic, but then broadened to a general clinical database system 
(TOD) [MS;, [IL?] so that it became transferable to clinics in oncolcgy, 
metabolic disease, cardiology, endocrinology, and certain pediatric 
subspecielties. All clinic records are kept in a flow-cherting format in which 
a column in a large table indicates a Specific clinic visit and the rows 

indicate the relevant clinical partmeters that are bei_ng followed over time. 

------------------------------------------------- 
'This 

P 
recess might be seen as a tool to assist vith the forr.ulatFon cf 

cli,nical a por%thms ;Ls discussed In t5.e pre-iious sectton. hother apprztch 
u s I n p dttabank anaiysis for algorithm development is described in 1261. 
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'9:ese charts are naintairred by the physicians seeing the patient in clinic, and 
the new colum of data is later transferred to tbt? COEQUt??I Gatabank by a 

transcriptlonist; in this way tine-criented data on all patients are kept 

current. ?he defined database (clinical parameters to be followed) is 

determined by clinical experts, and in the case of rheumatic diseeses has now 

been standardized on a national scale [?61. 

The infomation in the databank can be utilized to create a prose summary 
of the patient's current status , and there are graphical capabilities which can 

plot specific parameters for a patient over time tll81. Eowever, it is in the 

analysis of stored clinical experience that the system has its greatest 

potential Utility [211. In addition to performing search and statistical 
functions such as those developed in databank systezz for clinical investigation 

[L5], !5?], 1??A!IS ofzers a prognostic analysis for a new patient when a 

management decision is to be made. Using the consultative services of the 

Stanford Immunology Division, an individual practitioner Eay select clinical 

indices for his patient that he would like oatched against other patients in the 
databank. Eased on 2 to 5 such descriptors, the conpuikr locates relevant prior 

patients and prepares 2 report outlining their prognosis with respect to a 
variety of endpoints (e.g., death, development of renal failure, arthritic 
status, pleurisy, etc.). Thetapy recorz!endations are 21~0 generated on the 
basis of- a response index that is calculated for the matched patients. A prose 

case analysis for the physician's patient can also be generated; this readable 

document summarizes the relevant data from the databank and explains the basis 

for the therapeut'c recommendation. 
The rheunatologic databank generated under M .BIS has now been expanded to 

involve a nation21 network of immunologists who are accunulating tine-oriented 

data on their patients. This national project seeks in part to accumulate a 
large enough databank so that grcups of retrieved patieots will be sizable and 

thus control fcr some observer variability and make the system's recommendations 

more statistically defensible. 

3.3 Discussion of the Yethodologv 
The databank analysis systems descrl bed have pcwerful capabFlities to offer 

to the Fr.divldual clinical decision maker - Furthermore, medical computir,g 

researchers recognize the potential value of large databanks Fn suppcrting many 
of the other decision making approaches discussed in subsequent sections. There 
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are important 2ddition21 issues regarding databank systems. ho\.-ever, which are 

discussed belo%:- 
(1) Data 2cquiSltiOn remains a major problem. >!any systems have avoided 

direct physician-computer interaction but have then been faced with the expense 

2nd errors of transcription. The developers of one well accepted record system 

still express their desire to implement a direct interface with the physician 

for these reasons, although they recognize the difficulties encountered in 

encouraging hands-on use of 2 computer system by doctors [l@C]. 

(2) Analysis of data in the system can be conplicated by m issing values 

that frequently occur, outlying values, and poor reproducibility of data across 

time and among physicians. 
(3) The decisicn aids provided tend to empbesize patient mznagemcnt rat5er 

than diagnosis. Feinstein's system [L7] is only useful for patients with lung 

c2ncer, for example, and the PRAXIS (TCD) prognostic routines, which are 

designed for patient manegement, assume that the patient's rheumatologic 

dfagnosis is already known. 
(4) There is co formal correlation between the way expert physicians 

approach patient management decisions and the way the programs arrive at 

recommendations. Feinstein and Koss felt that the acceptability of their system 
would be lim ited by a purely statistical approach, and they therefore chose to 
m imic human reasoning processes to a large extent 1531, but their approach 
appears to be an exception. 

(5) Data storage space requirements c2n be large since the decision aids of 
course require a comprehensive medical record system as a basSc component. 

Slamecka has distinguished between structured and empirical approaches to 

clinical consulting systems 1961, pointing out that databanks provide a largely 
empirical basis for advfce whereas structured approaches rely on judgmental 
knowledge elicited from the literature or the m inds of experts. It is fmportant 

to note, however, that judgmental knowledge is itself based on empirical. 

information. Even the expert "intuitions" that many researchers have tried to 

capture are based on that expert practitioner's own observations and "data 
collectionn over years of experience. Thus one m ight argue that large, 

complete, and flexible databanks could form the basis for large amounts of 
judgment21 knowledge that we now have to elicit from other sources. Some 
researchers have indicated a desire to experiment with methods for the automatic 
generatfon of medical decision rules from databanks, and one component of the 
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researcn on SI amecka’s YApIS system is apparently pointed in that direction 

[?6J. Indeed, some of the mst exciting and practical uses of large databanks 

may be found precisely at the interface with those knowledge engineering tasks 
that have most confounded researchers in medical symbolic reasoning [S] - 

4 Mathematical Models af Physical Processes 

4.1 Overview 
Pathophysiologic processes can be well-described by mathematical formulae 

in a limited number of clinical problem areas* Such donains have lent 
themselves well to the development of computer-based decision aids since the 

Lssues are generally well-defined. The actual techniques used by such program 
tend to reflect the details of the individual applications, the most celebrated 

of which have been in pharmacokinetics (specifically digitalis dosing), acid- 
base/electrolyte disorders, and respiratory care [63]. 

Cne or two cooperating experts in the field generally assist with the 
definition of pertinent variables and the mathematical characterization of the 
relationships anong them. Often an interactive program is then developed which 
requests the relevant data, makes the appropriate Computations, and provides a 
clinical analysis or recommendation for therapy based upon the computational 
results. Soaze of the programs have also involved branched-chain logic to guide 
decisions about what further data are needed for adequate analysis5. 

Program to assist with digitalis dosing have progressed to the inclusion 

of broader medical knowledge over the last ten years. The earliest work was 
Jellif fe's 1431 and was based upon his considerable experience studying the 

pbamacokinetics of the cardiac glycos ides - His computer program used 
mathematical formulations based on parameters such 2s therapeutic goals (e.g., 
desired predicted blood levels), body weight, renal function, and route of 
administration. In one study he showed that computer recoumendations reduced 
the frequency of adverse digitalis reactions from 35% to 12% 1441. Later, 
another group revised the Jelliffe model to permit a feedback loop in which the 
dfgitalis blood levels obtained with initial doses of the drug were considered 

--------------------------------------------- 
5"Branched-chain" logic refers to mechanisms bv which portions 

decision network can be considered or ignored depending bpon the data on a 
of a 

cas2. For example, in an acid-base program Yen the anion gag night be calcu ated 
and a branch-point could then determine whether the pathway for analyzing an 
elevatad anion F 2p would be required. If the gap were not elevated, that whole 
portion of the ,ogic network could be sk:pped. 



Sec. 4 Yathenatical Models of Physical Processes Appendix 0 

in subsequent therapy recommendations 1721, [e9J. More recently, a third group 

in 3oston, noting the insensitivity of the'first two apprcaches to the kinds of 
nonnuzeric observations that experts tend to use in modifying digitalis therapy, 

augmented the pharmacokinetic model with a patient-specific model of clinical 

status [3LJ. Running their system in a monftori.ng mode, in parallel with actual 

clinical practice on a cardiology service, they found that each patient in the 
trial in whom toxicity developed had received more digitalis than would have 

been recommended by their program. 

4.2 Example 
Perhaps the best known program in this category is the interactive system 

developed at Boston's Beth Israel hospital by Bleich. Originally designed as a 
program for assessment of acid-base disorders [21, it was later expanded to 
consider electrolyte abnormalities 2s well I31, [4J. The knowledge in Bleich's 
program is a distillation of his own expertise regarding acid-base and 
electrolyte disorders. The system begins by collecting initial laboratory data 
from the physician seeking advice on 'a patient's ganagenent. Eranched-chain 
log%c is triggered by abnormalities in the initial data so that only the 
pertinent sections of the extensive decision pathways creeted by Bleich are 
explored. Essentially all questions asked by the progrzm are numerical 
laboratory values or "yes-no" questions (e.g., "Does the patient have pitting 
edema?"). Depending upon the complexity and severity of the case, the program 
eventually generates an evaluation note that nay vary in length from 2 few lices 
to several pages. Included are suggestions regarding possible causes of the 

observed abnormalities and suggestions for correcting them. Literature 

references are also provided. 
Although the program was made available at several East Coast institutions, 

few physicians accepted it 2s an ongoing clinic21 tool. Bleich points our t-hat 
part of the reason for this was the system's inherent educational impact; 

physicians simply began to anticipate its analysis after they had used it a few 
tines [3j. Yore recently he has been experimenting with the program operating 
2s a monitoring system6, thereby avoiding direct interaction with the physician. 

The system's lack of sustained acceptance by physicians is probably due to 

more than tts educational iqact, however. For exemple, there is no feedback in 
the system; every patient is seen as a. new case and the program has no concept 

------------------------------------------------- 
6?ersonal coutuunication with Dr. Blefch, lP7.5. 
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of folloving 2 patient's response to prfor therapeutic measures. Furthermore, 

the program generates differentia, 1 diagnosis lists but does not pursue specific 
etiologies; this can be particularly bothersome when there are multiple 

coexistent disturbances in a patient and the program simply suggests parallel 
lists of etiologies without noting or pursuing the possible interrelationships. 

Finally, the system is highly individualized in that it contains 
consideration of specific relationships only when Bleich specifically thought to 
include them in the logic network. Cf course human consultants also give 

personalized advice which may differ from that obtained from other experts. 
P.owever, a group of researchers in Britain 1791 who analyzed Bleich's program 
along with four other acid-base/electrolyte systems, found total agreement among 
the programs in only 20X of test cases when these systems were asked to define 

the acid-base disturbance and the degree of compensation present. Their 

analysis does not reveal which of the programs reached the correct decision, 
however, and it may be that the results are more an indictment of the other four 
programs than a valid criticism of the advtce from BleiCh'S acid-base component. 

4.3 D%scussion of the ?Zethodoloeies -- 
The programs mentioned in this section are very differene in several 

respects, and each tends to overlap with other methodologieg we have discussed. 
Eleich's program, for example, is essentially a complicated clinical algorithm 
interfaced with mathematical formulations of electrolyte and acid-base 

pathophysiology. As such it suffers from the weaknesses of all algorithmic 

approaches, most importantly its highly structured and inflexible logic which is 

unable to contend with unforseen circumstances not specifically includad in the 

algorithm. The digitalis dosing programs all draw on cathemtical techniques 

from the field of biomedical modeling (not discussed here), but have recently 
shocn more reliance on methods from other areas as well. In particular these 
have included symbolic reasoning methods that allow clinical expertise to he 
captured and utilized in conjunction with mathematical techniques [311. The 
Boston group that developed this most recent digitalis program is interested in 
similarly developing an acid-base/electrolyte system so that judgmental 
knowledge of experts can be interfaced with the mathematical models of 

pathophysiology7. 

-----------------------------------------~---- 
'Personal communication, lQ78, xrith ?rof. Peter Szolovfts. 
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5 Statistical Pattern Yatching Techniques 

5.1 Overview 

Pattern matching techniques define the mathematical relationship between 

measurable features and classifications of objects 1121, (461. In medicine, the 
presence or absence of each of several signs and symptoms in a patient may be 

definitive for the classification of the patient as "abnormal" or into the 

category of 2 specific disease. They are also used for prognosis [II, or 
predicting disease duration, time course, and outcomes. The'se techniques have 
been applied to a variety of medical domains, such 2s image processing and 

signal analysis, in addition to computer-assisted diagnosis. 

In order to find the diagnostic pattern, or discriminant function, the 

method requires a training set of objects, for which the correct classification 
is already knob-n, as well as reliable values for their measured features. If 

the form and parameters are not known for the statistical distributions 

underlying the features, then they must be,estimated. Parametric techniques 

focus on learning the parameters of the probability density functions, while 

non-parametric (or "distribution-free") techniques make no assumptions about the 

form -of the distributions. After training, then, the pattern can be matched to 

new, unclassified objects to aid in deciding the category to which the new 
object belongsg. 

There are numerous variations on this.general methodology, most notably in 
the mathema:ical techniques used to extract characteristic measurements (the 

features) and to find and refine the pattern classifier during training. Por 
example, linear regression analysis is a commonly used technique for finding the 
coefficients of an equation that defines a recurring pattern or category of 
diagnostic or prognostic interest. Recent work emphasizes structural 

relationships among sets 0, 6 features more than statistical ones. 
Three of the best known training criteria for the discriminant function 

are: 

(a) Eayes' criterion: choose the 
with incorrect diagnosesg; 

function that has tbe mfnimum cost associated 

(b) clustering criterion: choose the function that produces the tightest 
clusters; 

Cc) least-sauared-error criterion: choose the function that minimizes the 
squared differences betueen predicted and observed measurement values. I----------------------------------------------- 

81t is uossible to detect patterns, even .without a known classification for 
objects in the training set, with so-called "unsupervised" learning techniques. 
Also, it is possible to work with both numerical and non-numerical measurements. 

gSee Section 5 for further discussion. 
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Ten cotrmonly used mathemetical roodels based on these criteria have been 
shoc;r? to produce renarkzbly similar diagnostic results for the same data [7J. 

5 .? Example 

There are numerous papers reporting on the use of pattern recognition methods in 

medicine. Armitage [ll discusses three examples of prognostfc studies, with an 

errphasis on regression methods. Siegel et al. [271 discuss uses of cluster 

analysis. One recent diagnostic application using Bayes' criterion 1671 
classifies patients having chest pains into three categories: Dl: acute 

myocardial infarction MI); D2: coronary insufficiency: and D3: non-cardiec 
causes of chest pain. The need for early diagnosis of heart attacks without 

laboratory tests is a prevalent problem, yet physicians .ere known to misclassify 

about one third of the patients in categories D1 and D2 and about S@Z of those 
in D3. In order to determine the correct classification, each patLent in the 
training set was classified after 3 days, based on laboratory data including 

electrocardiogran (ECG) and blood data (cardiac enzymes). There remained some 

uncertainty about several patients with "probable HI." Seventeen variables were 
selected from many: 9 features with continuous values (including age, heart 
rates, .white blood count, and hemoglobin) and g features width discrete values 
(sex and 7 ECG features). 

The training data were measurements on 247 patients. The decision rule was 

chosen using Bayes' theorem to compute the posterior probabilities of each 
cZagnostic class given the feature vector X. (X = [x 1, x 2, . . . , x 17}.'C. 

Then a decision rule was chosen to minimize the probability of error, that is, 
to adjust the coefficients on the feature vector X LI such that for the correct 
class Di: 

P(TQ~X)=~X (P(D1iX1, P(D2IXL P (D31X)) 

The class conditional probability density functions must be estimated initially, 
and the performance of the decision rule depends on the accuracy of the assumed 
model. 

Using the sarre 247 patients for testing the approach, the trained 

------------------------------------------- 
lOThe posterior probabi 

is the probability 
lity of a diagnostic class, represented as P(D; IX), 

feature vector X h 
that a patient falls in diagnostic category Di given thaf the 

as been observed. 

llSee [56J for 
their medical irrport. 

a study Fn which the coeff icfents are reported because of 
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classifier averaged gOI correct diegnoses over the three classes, using only 

data available at the tine of admission. Physicians, using more data than the 

coaputer, averaged only 50.5X correct over these three categories for the same 

patients. Training the classifier with a subset of the patients, and using the 

remainder for testing, produced nearly 2s good results. 

5.3 Discussion of the Hethodoloev -- 
The number of reported medic21 applications of pattern recognition 

techniques is large, but there are also numerous problems associated with the 
methodology. The most obvious difficulties are choosing the set of features i.n 

the first place, collecting reliable measurements on a large sample, and 

verifvina the iKlitia1 Cl2SSifiCations among the training data. Current 

techniques are inadequate for probler=s in which trends or movement of features 

are important characteristics of the categories. Also the problems for which 
exfsting technfques are accurate are those that are well characterized by a 
~1~211 number of features ("dimensions of the space"). - 

As with all technfques based on statistics, the a of the sample used to -- 
define the categories is an important consideration. AS the'number of important 
features 2nd the number of relevant categories increase, the required size of 
the trzining set also increases. In one test [7], pattern classifiers trained 

to discriminate among 20 disease'categories from 50 symptoms were correct 512 - 
6&Z of the time. The same methods were used to train classifiers to 
discriminate between 2 of the diseases, from the same 50 symptons, and produced 

correct diagnoses 922 - ?gx of the time. 
The context in which 2 local pattern is identified raises problems related 

to the issue of utilizing medical knowledge. It is difficult to find and use 
classifiers that are best for 2 small decfsion, such as whether an are2 of an X- 
ray is inside cr outside the heart, and integrate those into a global. 
classifier, such as one for abnormal heart volume. 

Accurate application of 2 classifier in 2 hospital setting also requires 
that the measurements in that clinical environment are consistent with the 
measurements used to train the classifier initially. For example, if diseases 

2nd symptoms are defined differently in the new setting, or if lab test values 
are reported in different ranges - or different lab tests used -- then 
decisions based on the classification are not reliable. 

"attern recognition techniques are often misapplied in medical. domains in 
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which the assumptions are violated. Some of the difficulties noted above are 

avoided in systems that integrate structural knowledge jnto the numerical 
methods and in systems that integrate human and machine capabilities into 

single, interactive systems. These modificatfons will overcome one of the major 

difficulties seen in completely automated systems, that of provfding the system 
with good "intuitions" based on an expert's 2 priori knowledge and experience 
[461. 

6 Bavesian Statistical Approaches 

6.1 Overview 

Xore work has been done on Bayesiaa approaches to computer-based medical 

decision making than on any of the other methodologies we have discussed. The 
appeal of Eayes’ Theorem T2 is clear: it potentially offers an exact method for 
computing the probability of a disease based on observations and data regarding 

the frequency with which these observations are known to occur for specified 

diseases. Tn several domains the technique has been shown to be exceedingly 
accurate, but there are also several limitations to the approach which we 
discuss below. 

In its sinplest formulation, Bayes' Theorem can be seen as a mechanism to 
calculate the probability of a disease, in light of specified evidence, from the 
a uriori probability of the disease and the conditional -- probabilities relating 

the observations to the diseases in which they may occur. For example, suppcse 

disease Di is one of 2 mutually exclusive diagnoses under consideration and E is 
the evidence or observations supporting that diagnosis. Then if P(Di) is the 2 
priori probability of the &th disease: 

P(D$E) 
P(Di) P(E/Di) 

2 PUIj) P(EiDj) 
j.1 

The theorem can also be represented or derived in a variety of other forms, 
including an odds/likelihood ratio fo~ulation. We cannot include such details 

here, but any iniroductory Statistics book or Lusted's classic volume [Sal 

presents the subject in considerable detail.. 

-------------------------------------------- 
1’ Lalso often referred to as Bayes' rule, discriminant, or criterion 
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r?co n g the most c OQEonly recognized problems with the utilization of a 

Eayesian 2pproPch is the large amount of date required to determine all the 

conditional probabilities needed in the rigorous appl!.cation of the formula. 
Chart review or computer-based analysis of large dat2banks occasionally allows 

most of the necessary conditional prcbabilities to be obtained. A variety of 

additional assumptions must be made. For example: (1) the diseases under 

consideration are assumed mutually exclusive and exhaustive (i.e., the patient 

is assumed to heve one of the 1 diseases, (2) the clinical observations are 

assumed to be.conditionally independent over a given diseasel3, and (3) the 

incidence of the symptoms of 2 disease is assumed to be stationary (i.e., the 

model generally does not allow for changes in disease patterns over time). 
One of the earliest Bayesian programs was Warner's system for the diagnosis 

of congenital heart disease [!07!. Ee compiled dats on 83 patients and generated 

a symptom-disease matrix consisting of 53 symptoms (attributes) and 35 disease 

entities. The diagnostic performance of the computer, based on the presence or 
absence of the 53 symptoms in a new patient, was then compared to that of two 
experienced physicians. The progran was shown to "reach diepncses tith 217 

accuracy equal to that of the experts. Furthermore, system performance t~2.s 
shown to improve as the statistics in the symptom-disetse matrix stabilized with 

the addition of increasing numbers of patients. 
in 1068 Gorry and Barnett pointed out that Warner's program had required 

making 211 53 observations for every patient to be diagnosed, a situation which 

would not be realistic for many clinic21 applications. They therefore utilized 

a modification of Sayes' Theorem in which observations are considered 

sequentially. Their computer program analyzed observations oue at a time, 

suggested which test would be most useful if performed next, and included 

termination criteria so that a diagnosFs could be reached, when appropriate, 

without needing to make all the observations [281. Decfsions regarding tests 
2nd termination were made on the basis of calculations of expected costs 2nd 
benefits at each step :',n the logical process14. Using the sane symptom-disease 

matrix developed by Warner, they were able to sttain equfvalent diagnostic 

13The purest form of Eaves 
the order in which evidence* is obtained, 

Theorem atto;; conditional dependencies, and 
analysis. Eowever , the number of 

explicitly considered 1-n the 
is so 

unwieldv that conditional 
required conditional 

Fndependence of 
probabilities 

observations, and 
the order of observations, is generally assumed [101]. 

non-dependence on 

l&See the decision theory discussion 53 Section 7. 
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performance using only 6.9 tests on aver2ge15. They pointed out that, because 
the costs of medical tests may be significant (in tems of pztient discomfort, 

tfre expended, and financial expense), the use of inefficient testi,r?g sequences 

should be regarded as ineffective diagnosis. Warner has also more recently 
included Gorry and Barnett's sequential diagnosis approach in an application 

regarding structured patient history-taking [IlO!. 

The medical computing literature now includes many exzmples of Bayesian 
diagnosis programs;most of which have used the nonsequentfal approach, in 
addition to the necessary assumptions of symptom independence and mutual 

exclusivity of disease as discussed 2bove. One particul2rly successful research 

effort has been chosen for discussion. 

6.2 Example 

Since the late 1960's deDomba1 and associates, at the University of Leeds 

in England, have been studying the diagnostic process and developing computcr- 
based decision aids using Bayesian probability theory. Their area Of 
investigation has been gastrointestinal diseases, o;<gir.ally acute abdominal 
pa2 'n [ICI ri,th more recent analyses of dyspepsia [3?J and gastric carcincma 

[1251. 
Their program for assessment of acute abdominal pain was evaluated in the 

emergency room of their affiliated hospital [IO]. Emergency physicians filled 
out data sheets summarizing clinical and laboratory findings on 304 patients 
presenting with abdoninal pain of acute onset. The data from these sheets 

became the attributes that were subjected to Bayesian analysis; the required 
conditional probabilities had been previously compiled from 2 lerge group of 

patients with one of 7 possible diagnoses16. Thus the Bayesian fornulation 
assumed each patient had one of these diseases and would select the most 1 ikcLy 
on the basis of recorded observations. Diagnostic suggestions were obtained in 
batch mode and did not require direct interaction between physician and 

computer; the program could generate results in from 30 seconds to 15 minutes 

depending upon the level of system use at the tine of analysis (381. Thus the 
computer output could have been made available to the emergency room physician, 
on average, within 5 minutes after the data form was completed and banded to the 
technician assisting with the study. 
----------I----------__------------------ 

15Tests for determining attributes were defined somewhat 
t!?ey had been by Warner. 

differently t!~an 
Thus the maximum number of tests was 31 rather than 

the 53 observations used in the original study. 
16 appendicitis, diverticulitis, perforated ulcer, cholecystitis, mall 

bowel obstruction, pancreatitis, and non-specific abdominal pain. 
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Curing the study 1101, however, these computer-generated diagnoses were 

simply saved and later compared to (a) the ditgnoses reached by the attending 

clinicians, and !b) the ultimate dizgnosis verified at surgery or through 

appropriate tests. Although the clinicians reached the correct diagnosLs in 

only 652- POX of the 304 cases (with accuracy depending upon the individual's 
training and experience), the program was correct in 91.82 of cases. 

Furthermore, in 6 of the 7 disease categories the computer was proved more 

likely than the senior clinician in charge of a case to assign the patient to 
the correct disease category. Of partl'cular interest was the program's accuracy 
regarding appendicitis - a diagnosis which is often made incorrectly. In no 

cases of appendicitis did the computer fall to make the correct diagnosis, 2nd 
in only six cases were patients with non-specific abdominal pain incorrectly 
classified 2s having appendicitis. ??ased on the acizual clinical decisions, 
hcwever, over 2C patients with non-specific abdominal pain were unnecesserily 

taken to surgery for appendicitis, and in six cases patients With appendicitis 
were "watched" for over eight hours before they were finally taken to the 
operatfng room. 

These investigafors 2150 performed a fascinating exrerinent in chich they 
compared the program's performance based on data derived from 600 real patients, 
ui-tfi the accuracy the system achieved using "estimates" of conditional 
probabilities obtained from experts [54]17. As discussed above, the program was 
significantly nore effective than the unaided clinicizn when real-life data were 

utilized. However, it performed signiffczntly less well than cll.nicians vhen 
expert estimates were used. The results supported what several other observers 
have found, namely that physicians often have very little idea of the "tr;le" 

probabilities for symptom-disease relationships. 

Another Leeds study of note was an analysis of the effect of the system ,zn 
the performznce of clinicians [ll!. The trial we have mentioned that involved 
304 patients was eventually extended to 552 before termination. Uthough the 
computer's accuracy remained in the range of 91: throughout this period, the 

performance of clinicians was noted to improve markedly over time. Fewer 
negative ~ap2rotomies were perfOrmed, for example, and the number of acute 
2ppendices that perforated (ruptured) also declined. However, these d2ta 

reverted to baseline after the study was terminated, suggesting that the 

------------------------------------------------ 
17Such estiaztes are referred 

probabilities, and some investigators 
"subjective" 

havkOarzted that they shouldOr 
"person?l" 

be utilj.zecl 
In E!a esian systems when formally 

5 
derived conditional 

availa le [5g]. 
probabilities are not 
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constant awareness 0,f computer monitoring and feedback regarding sys t em 

performance had temporarily generated a heightened awareness of intellectual 

processes among the hospital's surgeons. 

6.3 Discussion of the Yethodologv -- 
The ideal matching of the problem of acute abdominal pain and Eayesian 

analysis must also be emphasized; the methodology cannot necessarily be as 

effectively applied in other medical domains where the following limitations of 

the Bayesian approach may have a greater impact. 

(I) The assumption of conditional independence of symptoms usually does not 
apply and can lead to substantial errors in certain settings [CC] .  This has led 

some investigators to seek new numerical techniques that avoid the independence 

assuurptfon [g]. If a pure Eayesian forzulatZon iS utilized :Jfthout making the 

independence assumption, however, the number of required conditional 

probabilities becomes prohibitive for complex real world problems [lGl]. 
(2) The assumption of mutual exclusivity 2nd exhaustiveness of disease 

categories is usually false. In actual practice concurrent 2nd overlapping 
disease categories are common. In del?onbal's system, for example, aany of.the 

abdominal pain diagnoses missed were outside the s'ev en "recognized" 
possibilities; if a program starts with an assumption that it need only consider 
a mall number of defined likely diagnoses, it will inevitably miss the rare or 
unexpected cases - precisely the ones with which the clinician is most apt to 
need assistance. 

(3) In many domains it may be inaccurate to assume that relevant 
conditional probabilities are stabie over tine (e.g., the likelihood that a 
particular bzcteriun will be sensitive to a specific antibiotic). Furthermore, 

diagnostic categories and definitions are constantly changing, 2s are 
physicians' observational techniques, thereby invalidating data previously 

accumulated. A. similar problem results from vzriations in 2 Driori 
probabilities depending upon the population from which a patient is drawn. Some 

observers feel that these are major limitations to the use of Bayesian 

techniques [131. 
In general, then, a purely Eayesian approach can so constrain problem 

formulation as to make a particular application unrealistic and hence 

unworkable. Furthermore, even when diagnostic performance is excellent such as 
in deDombal's approach to abdominal pain evaluation, clinical imnlecentation and 
system acceptance will generally be difficult. 
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7 Cecision Theoretical Booroaches 

7.1 Overview 

Bayes' Theorem is only one of several techniques used in the larger field 

of decision analysis, and there has recently been increasing interest fn the 

ways in which decision theory m ight be applied to medicine and adapted for 

automation. Several excellent reviews of the field are available in basic 

reviews 1401, textbooks [781, and medically-oriented journal articles [611, 

1871, 11021 l In general terms, decision analysis can be seen as any attempt to 

consider values associated with choices, as well as probabilities, in order to 

analyze the processes by which decisions are made or should be made. Schwartz 
identifies the calculation of "expected value" as centrsl to formal decision 

tnalysis [87!. Ginsberg contrasts medical classification problems (e+g*, 
diagnosis) with broader decision problems (e.g., 'What should I do for this 

patient?"), and asserts that most important medical decisions fall in the latter 
category and ere best approsched through decision analysis (251. The following 
topics are among the central issues in the field. 

(1) Decisicn Trees. The decision making process can be seen as a sequence 
of steps in which the clinician selects a path through a network of plausible 

events and actions. Vodes in this tree-shaped network are of two kinds: 
decision nodes, where the clinician must choose from a set of actions, and 

chance nodes, where the outcome is not directly controlled by the Clinician but 
is a probabilistic response of the patient to some action taken. For example, a 

physician may choose to perform a certain test (decision node) but the 
occurrence or nonoccurrence of complications may be largely a matter of 

statistical Likelihood (chance node). 3y analyzing a difficult decision process 

before taking any actions, it may be possible to delineate in advance all 
pertinent chance and decision nodes, all plausible outcones, plus the paths by 
which these outcomes m ight be reached. Furthermore, data may exist to allcw 

specific probabilities to be associated with each chance node in the tree. 
(2) Expected Values. In actual practice physicians make sequential. 

decisions based on more than the probabilities associated with the chance node 
that follows. For example, the best possible outcome is not necessarily sought 

if the costs associated with that "path" far outweigh those along alternate 
pzthways (e.g., a definitive diagncsis may not be sought if the required testing 

procedure is expensive or painful and patient menagenent will be unaffected; 
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similarly, some patients prefer to "live with" an inquinal hernia rather than 

undergo a surgical repair procedure). Thus anticipated "CCStSlt (fiIl2nCi21, 

cacplications, discomfort, patient preference) can be associated with the 
decision nodes. Xsing the probabilities at chance nodes, the costs at decision 

nodes, and the “value” of the various outcomes, an "expected value” for each 

pathway through the tree (and in turn each node) can be calculated. The ideal 

pathway, then, is the one which maximizes the e.xpected value. 

(3) Elicitinn Values. Obtaining from physicians and patients the cost and 

values they associate with various tests and outcomes c2n be a formidable 

problem, particularly since formal analysis requires expressing the various 

costs in standardized units. One approach has been simply to ask for value 

ratings on a hypothetical scale, but it can be difficult to get the physician or 
patient to keep the values18 separate from their knowledge of the probabilities 

Linked to the associated chance nodes. An alternate approach has been the 

development of lottery games. Inferences regarding values can be made by 
identifying the odds, in a hypothetical lottery, at which the physician or 

patient is indifferent regarding taking a course of act'ion with certain outcome 

and betting on a course with preferable outcome but with a finite chance of 

significant negative costs if the "bet" is lost. In certain settings this 
approach may* be accepted and provide important guidelines in decision making 
[71!. 

(4) Test Evaluation. Since the tests which Lie at decision nodes are 

central to clinical decision analysis, it is crucial to know the predictive 

value of tests that are avaifable. This leads to consideration of test 

sensitivity, specificity, receiver operator characteristic curves, and 

sensitivity analysis. Such issues are discussed by Komaroff et al. in this 

issue of the PROCEEDINGS and have also been summarized elsewhere in the clinical 

literature 1621. 

?faxy of the major studies Of clinical decision analysis have not 

specifically involved computer implementations. Schwartz et al. examined the 

uorkup of renal vascular hypertension, developing arguments to show that for 

certain kinds of cases a purely qualitative theoretical approach was feasible 

2nd useful 1871. Rowever, they showed that for more complex clinically 

ch2llenging cases the decisions could not be adequately sorted out without the 
introduction of numerical techniques. Since it was impractical to assume that 

--------------------______I______u______------ 
re also termed nutilitiesn in some references; hence the term 

theory" [781. 
"util! ty 
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clinicians would ever take the time to carry out a detailed quantitative 
decision analysis by hand, they pointed out the logical role for the computer in 

assisting with such tasks and accordingly developed the system we discuss as an 
example below [2?]. 

Other colleagues of Schwartz at Tufts have been similarly active in 
applying decision theory to clinical problems- Pauker and Kassirer have 
examined applications of formal cost-benefit analysis to therapy selection 1681 
and Pauker has also looked at possible applications of the theory to the 
management of patients with coronary artery disease r701. An entire issue of 
the New EneLand Journal of Eledfcine has also been devoted to papers on this - 

methodology (411. 

7.2 Exanple 
Computer implementations of clinical decision analysis have appeared with 

increasing frequency since the m id-1960's. Perhaps the earliest major work was 
that of Ginsberg at Pand Corporation [24], with more recent systems reported by 
Plfskin end !?eck [741 and Safran et al. [851. 

We will briefly describe here the program of Gorry et el., developed for 
the management of zcute renal failure [29]. Drawing upon Gorry's experience 
with the sequential Bayesian approach previously .mentioned [28], the 
investigators recognized the need to incorporate some way of balancing the 
dangers and discomforts of a procedure against the value of the information to 
be gained. They divided their program into two parts: phase T considered only 
tests with ninimal risk (e.g., history, examination, blood tests) and phase II 
considered procedures involving more risk and inconvenience. The phase I 
program considered 14 of the most common causes of renal failure and utilized a 

sequential test selection process based on Bayes' Theorem and omitting more 
advanced decision theoretical methodology (281. The conditional probabilities 
utilized were subjective estimates obtained from an expert nephrologist and were 
therefore potentially as problematic as those discussed by Leaper et al. [54] 
(see Section 6.2). The researchers found that they had no choice but to use 
expert estimates, however, since detailed quantitative data were not available 
either in databanks nor the literature. 

It is in the phase II program that the methods of decision theory were 
employed because it was in this portion of the decision process that the risks 
of procedures became important considerations. At each step in the decision 
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process this program considers whether it is best to treat the patient 

immediately or to first carry out an additional diagnostic test. To make this 

decision the program identifies the treatment with the highest current expected 
value (in the absence of further testing), and compares this with the expected 

values of treatments that could be instituted if another diagnostic test were 

performed. Comparison of the expected values are made in light of the risk of 
the test in order to determine whether the overall expected value of the test is 

greater than that of immediate treatment. The relevant values and probabilities 

of outcomes of treatment were obtained as subjective estimates from 

nephrologists in the same way that symptom-disease data had been obtained. All 

estimates were gradually refined as they gained experience using the program, 

however. 
The program was evaluated on 18 test cases in which the true diagnosis vas 

uncertain but two expert nephrologists were willing to make management 
decisions. In 14 of the cases the program selected the same therapeutic plan or 
diagnostic test as was chosen by the experts. For three of the four remaining 

cases the program's decision was the physicians' second choice and was, they 

Zelt , a reasonzble alternative plan of action. In the last case the physicians 
also accepted the program's decision as reasonable although it w2s not among 

their first two choices- 

7.3 Discussion of the Yethodoloav -- 
The excellent performance of C-orry's program, despite its reliance on 

subjective estimates from experts, may serve to emphasize the importance of the 

clinical analysis that underlies the decision theoretical approach. The 

reasoning steps in managing clinical cases have been dissected in such detail 

that small errors in the probability estimates 2re apparently much less 

important than they were for deDombal's purely Bayesian approach t541. Gorry 

suggests this may be simply because the decisions made by the program are based 

on the combination of large aggregates of such numbers, but this argument should 
apply equally for a Bayesian system. It seems to us more likely that 

distillation of the clinical domain in a formal decision tree gives the program 

so much more knowledsze of the clinical problem that the quantitative details 

become sonewhat less critical to overall system cperation- The explicit 
decision network is a pcwerful knowled.ge structure; the "knowledge" in 

deDombal's system lies in conditional probabilities alone and there is no larger 
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sckete to override the propagation of error 2s these probabilities are 

mathematically m2nipulated by the Eayesian routines. 
The decision theory approach is not without problems, however. Perhaps the 

most difficult problem is assigning numerical values (e.g., dcllars) to a human 
life or a day of health, etc. Some critics feel this is a major lim itation to 

the methodology [1121. Overlapping or coincident diseases are also not well- 

managed, unless specifically included in the analysis, and the Bayesian 

foundation for many of the calculations still assumes mutually exclusive and 
exhaustive disease categories. Problems of symptom conditional dependence still 

remain, and there is no easy way to include knowledge regarding the time course 
of diseases. Gorry points out that his program was also inc2pable of 

recognizing circumstances in which two or more actions should be carried out 
concurrently. Furthermore decision theory per se does not provide the kind cf 
focusing mechanisms that clinicians tend to use when they-assume an initial 

diagnostic hypothesis in dealing with a patient and discard it only if 
subsequent data make that hypothesis no longer tenable. Other similar 
strategies of clinical reasoning are beconing increasingly :lell-recognized [48] 
and account in large part for the applications of symbolic reasoning techniques 
to be discussed in the next section. 

t Symbolic Reasonine Aoproaches 

8.1 Overview 

In the early 1970's researchers at several institutions simultaneously 
began to investigate the potential applications to clinical decision making of 
symbolic reasoning techniques drawn from the branch of computer science known as 

artificial intelligence (AI). The field is well-reviewed in a recent book by 

Kinston [1201. Although the term "artificial intelligence" has never been 

un!.formly defined, it is generally accepted to include those computer 
applications in which the tasks require largely syn?bolic inference rather than 
numeric calculation. Examples include programs that reason about m ineral 
exploration, organic chemistry, or molecular biology; programs that converse in 
English and understand spoken sentences; and prcgrams that generate theories 
fron observations. 

Such programs gain their power from aualitative, experimental judgments - 

codified * In so-called "rules-of-thumb" or "heuristics" - in contrast to 
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numerical calculation programs whose po\Jer derives from the analytical equations 

used. The heuristics focus the attention of the reasoning program on parts of 

the problem that seem most critical and parts of the knowledge base that seem 

most relevant. They also guide the application of the domain knowledge to an 

tndivfdual case by deleting items from consideration as well as focusing on 

items. The result is that these programs pursue a line of reasoning as opposed 

to following a sequence of steps in a calculation. Anong the earliest symbolic 

inference programs in medicine was the diagnostic interviewing system of 
Kleinnuntz [491. Other early work included Wortman's information processfng 

system, the performance of which was largely motivated by a desire to understand 

am! simulate the psychological processes of neurologists reaching diagnoses 
[L211. 

It IJas a landmzrk paper by Gorrp in 2073, hoIJever, that first criticzlly 

analyzed conventional approaches to computer-based clinical decision making and 

outlined his raotivation for turning to newer synl~olic techniques [30]. He used 

the acute renal failure program discussed in Section 7.2 2291 as an exampl.e of 

the problems 2rising when decision analysis is used alone. In particular, he 

analyzed some of the cases on which the reael failure program had failed but the 

physicians considering the cases had performed well. Eis ccnclusions from these 

observations include the following four points. 

(1) Clinical judgment is based less on detailed knowledge of 
pathophysiology than it is on gross chunks of knowledge and a good deal of 

detailed experience from which rules of thumb are derived. 

(2) Clinicians know facts, of course, but their knowledge is also largely 

judgmental. The rules they learn allow them to focus attention and gcnerat.c 

hypotheses quickly. Such heuristics peruit them to avoid detailed search 

through the entire problen space- 
(3) Clinicians recognize levels of belief or certainty associated with many 

of the rules they use, but they do not routinely quantitate or utilize these 

certainty concepts in any formal Statistical manner. 
(4) It is easier for experts to state their rules in response to perceived 

misconceptions in others than it is for them to generate such decision criteria 
2 3riori. 

In the renal failure program medical knowledge had been embedded in the 
structure of the decisFon tree. This knowledge was never explicit, and 

additions to the experts' judgmental rules had generally reouired changes to t!?e 
tree itself. 
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Based on observations such as those above, Corry identified at least three 

important prcblecs for investigation: 
(1) Concept Formation. Clinical decision aids had traditionally 

had no true' "understanding" cf medicine. Although explicit decision 
trees had given the decision theory programs a greater sense of the 

pertinent associations, medical knowledge and the heuristics for 

problem solving in the field had never been explicitly represented nor 
utilized. So-called "common sense" was often clearly lacking when the 
programs failed, and this was often what most alienated potential 

physician users. 
(2) Lanauane Development. Both for capturing knowledge from 

collaborating experts, and for communicating with physician users, 
Gorry argued that further research on the development of ccmputer- 
based linguistic capabilities was crucial. 

(3) Exolanation. Diagnostic programs had seldom emphasized 2n 

ability to explain the basis for their decisions in terms 
understandable to the physician. System acceptability was therefore 
inevitably limited; the physician would often have no basis for 
decidingvhether to accept the program's advice, and might therefore 
resent what could be perceived as an attempt to dictate the practice 
of medicine. 

Gorry's group at MI? and Tufts developed new approaches to examining the 
renal failure problem in light of these observations [691. 

Due to the limitations of the older techniques, it was perhaps inevitable 
that some medical researchers would turn to the AI field for new methodologies. 
Major research areas in AI include knowledge representation, heuristic search, 
natural language understanding and generation, and models of thought processes 
- all topics clearly pertinent to the problems we have been discussing. 
Furthermore, AI researchers were beginning to look for applications to which 
they could apply some of the techniques they had developed in theoretical 
do-ins - This community of researchers has grown in recent years, and a recent 
issue of Artificial Intellieence was devoted entirely to applications of AI to 
biology, medfcine and chemistry [?8]19. 

--------------------__uI________________----- 
l??any of the systems described in this issue were developed on the SLWEX- 

AI?? computinq resource, a- nationallv shared 
AI to the biomedical sciences. 

system devoted 
auplications Of 

entirely to 

3hysiczlly located 
The SV??EX-ATY ccmputer is 

vi_2 connections to 
att~~aq~$TDniversity but is used by 

-A-. . 
resear;k;rs nationwide 

The resource is funded by DivFs:on of 
Research Resources, Biotechnology Branch, Yational Institutes of Health. 
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Xmong.tEe programs using symbolic reasoning techniques are several systems 

that have been particularly novel 2nd successful. Pople 2nd Nyers have 

developed a system called IYTEPXTST that assists with test selection for the 
diagnosis of & diseases in intern21 ne.dicine 1751. This awesome task has been 

remarkably successful to date, with the program correctly diagnosing a large 

percentage of the complex cases selected from clinical pathologic conferences in 

the major medical journalsZC. The program utilizes a hierarchic disease 

categorization, an ad hoc scoring system for quantifying symptom-disease 

relationships, plus some clever heuristics for focusing attention, 
discriminating between competing hypotheses, and di2gnosing concurrent diseases 

[76!. The system currently has an inadequate human interface, however, and is 

not yet implemented for clinical trials. 
At Rutgers lkiversi ty Keiss', Kulfkotaki , 2nd Safir have developed 2 model 

of ophthomologic reasoning regarding disease processes in the eye, specifically 

glauccma tll7'1. In this specialized application area it has been possible to map 
relationships between observations, pathophysiologic states, and disease 

categories. The resulting causal associ2tion2l network (termed USNET) forms 

the basis for a reasoning program that gives advice regarding disease states in 

glaucoma patients acd generates oanagement recommendations. 
For the AI researchers the question of how best to manage uncertainty in 

medical reasoning remains a central issue. All the programs mentioned have 

developed ad hoc weighting programs and avoided formal statistical approaches. 
Others have turned to the work of statisticians and philosophers of science who 

have devised theories of approximate. or inexact reasoning. For example, 
Vechsler [114] describes a program that is based upon Zodeh's fuzzy set theory 

11241. Shortliffe and Buchanan [94] have turned to confirmation theory for their 

model of inexact reasoning in medicine. 

e-2 Examule 

The symbolic reasoning program selected for discussion is the XYCIN System 

at Stanford University 1951. The researchers cited a variety of design 

considerations which motivated the selection of AI methodologies for the 

consultation system they were developing [021. They primarily wanted it to be 
useful to physicians and therefore emphasized the selection of 2 prcblem domain 

in which physicians had been shown to err frequently, namely the selection of 

---------------I_------------------------------ 

2CData communicated by Drs. Pogle 2nd %yers at the Second Annual A.I.X. 
r?orkshop, Rutgers University, June 1.76. 
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antibiotics for patients with infections. They also cited human issues that 

they felt vere crucial to make the system acceptable to physicians: 
(I) it should be able to explain its decisions in terns 2 line. of reasoning that 

a physician can understznd; 

(2) it should be able to i 'uatify 
expressed in simple Eng,ish; 

its performance by responding to questions 

(3) it should be able to "learn" 
with experts; 

new information rapidly by interacting directly 

(4) its knowledge should be easily modifiable so that perceived errors can be 
corrected rapidly before they recur in another case; 2nd 

(5) the interaction should be engineered with the user in mind (in terms of 
prompts, answers, and fnformaticn volunteered by the system 2s well as by 
the users). 

A.11 these design goals were based on the observation that previous ccmputer 

decision aids had generally been poorly accepted by physicians, even t;hen they 
vero shown tc perform r-e11 on the tasks Zor which they vere desipced. >piCI>T ‘S 

developers felt that barriers to acceptance were largely conceptual 2nd could be 

counteracted in large part if a system were perceived as a clinic21 tool rather 

than a dogmatic replacement for the prin2ry physician's own reasoning. 
Kccwl ed ge of infectious disezses is representedin ZCI?? 2s production 

rules, each containing a "packet" of knowledge obtained from colleboratjng 
espsrts [95]21. A production rule is simply a conditional statement which 
relates observations to associated inferences that may be drawn. For example, a 
?!YCIV rule might state that "if a bacterium iS a gram positive coccus growing in - 
chains, then it is apt to be 2 streptococcus." M'CIN's power is derived from 

such rules in a variety of ways: 

(1) 

(21 

(3) 

(4) 

the 

it is the pro ram that determines which rules to use and how they 
chained toget.er to make decisions about a specific case2L; F 

should be 

the rules can be stored in a machine-readable format hut translated into 
English for display to physicians; 
by removing, altering, or adding rules, the system’s knowledget~~ructures 
can be rapidly modified without explicitly restructuring , entire 
knowledge base; 2nd 

the rules themselves can of teo form a coherent explanation 
reasoning if the relevant ones are translated into English and 

of system 
response to a user's question. 

displayed in 

Associated with all rules and inferences are numerical weights reflecelng 

degree of certainty associated with then. These numbers, termed certainty 

factors, form the basis for the system's inexact reasoning in this complex task 

---------------------------------------------- 
ZIProduct+cn rules methodologv freouently emploved in 

[Oj and effectively appli%etz other scientific-problem domains [iji. 
AI research 

22Tbe control structure utilized is :erned "goal-oriented" and is similar 
to the ccnsequest-thecren methodolcgy used is Hewitt's ?L'LiKXEB [371. 
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dcnain [?6]. They 2110~ the judgmental knowledge of experts to be captured in 
ruI2 form and then utilized in a consistent fashion. 

lhe YYCIX System has been evaluated . regarding its perfornacce at therapy 

selection for patients with either septicemia [123] or nenlngitis (1121. The 

prcgran performs comparably with experts in these tvo task domains, but as yet 
it has no rules regarding the other infectious disease problem areas. Further 
knowledge base development will therefore be required before YYCIX is made 

available for clinical use; hence questions regarding its acceptability to 
physicians cannot yet be assessed. However, the required implementation stages 
have been delineated [%I, attention has been paid to all the design criteria 

mentioned above, and the program does have a powerful explanation capability 
[eel. 

8.3 Discussion of the E"ethodolocv -- 
Sydolic reasoning techniques differ from the other methodologies mentioned 

in this article in that the computer techniqt?es thcmselves are 2s yet 
experimental 2nd rapidly changing. Vhereas the comput&ions involved in Bayes' 
'="r.eorea, for example, involve straightforward applicstion of computing 
techniques already well-developed, basic researchers in computer science 
cant inue to develop new methodologies for knowledge representation, language 
understanding, heuristic search, and the other symbolic reasoning problems we 
have mentioned. Thus the AI programs tend to be developed in highly 
experimental environments where short term practical results are often unlikely 
to be found. 'The programs typically require large amounts of space and tend to 
be slow, particuhrly in time-sharing environments. As has been true for most 
of the methodologies discussed, AI researchers have still not developed adequate 
methods for handling concurrent diseases, assessing the time course of disease, 

nor acquiring edequate structured knowledge from experts. Furthermore, inexact 

reasoning techniques tend to be developed and justified largely on intuitive 
grounds. 

Despite these sfgnificant lim itations, the techniques of artificial 

intelligence & provide a way to respond to many of Gerry's observations 
regarding the inadequacies of prior methodologies as described above [301. 

There are now several programs responsive to his criticisms. Szolovits and 
Pauker have recently reviewed some applications of AI to medicine and h2ve 
atter?.pted to weigh the successes of this young field agacnst the very real 
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